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ABSTRACT.  

The rapid increase of information and accessibility in recent years has activated a paradigm shift in algorithm design for 

artificial intelligence. Recently, Deep Learning (a surrogate of Machine Learning) has won several contests in pattern 

recognition and machine learning. This review comprehensively summarizes relevant studies, much of it from prior state-of-

the-art techniques. This paper also discusses the motivations and principles regarding learning algorithms for deep 

architectures. 

 

Keywords: Deep learning, Deep belief networks, feature learning, unsupervised learning, Boltzmann Machine, neural nets 

1. INTRODUCTION 

Deep learning (deep structured learning, hierarchical learning or deep machine learning) is a branch of machine learning 

based on a set of algorithms that attempt to model high-level Abstractions in data by using multiple processing layers with 

complex structures, or otherwise composed of multiple non-linear transformations [1-6]. Deep learning is part of a broader 

family of machine learning methods based on learning representations of data. An observation (e.g., an image) can be 

represented in many ways such as a vector of intensity values per pixel, or in a more abstract way as a set of edges, regions 

of particular shape, etc. Some representations make it easier to learn tasks (e.g., face recognition or facial expression 

recognition [7]) from examples. One of the potentials of deep learning is replacing handcrafted features with efficient 

algorithms for Unsupervised or semi-supervised feature learning and hierarchical feature extraction [8, 9]. 

 

Studies in this area attempts to make better representations and create models to learn these representations from large-scale 

unlabeled data. Some of the representations are inspired by advances in neuroscience and are loosely based on interpretation 

of information processing and communication patterns in a nervous system, such as neural coding which attempts to define 

a relationship between various stimuli and associated neuronal responses in the brain [10].Various deep learning architectures 

such as deep neural networks, convolution deep neural networks, deep belief networks and recurrent neural networks have 

been applied to fields like computer vision, automatic speech recognition, natural language processing, audio recognition and 

bioinformatics where they have been shown to produce state-of-the-art results on various tasks. Alternatively, deep learning 

has been characterized as a buzzword, or a rebranding of neural networks [11, 12]. Deep learning could be characterized as 

a class of machine learning algorithms that Use a cascade of many layers of nonlinear processing units for feature extraction 

and transformation. Each successive layer uses the output from the previous layer as input. The algorithms may be supervised 

or unsupervised and applications include pattern analysis (unsupervised) and classification (supervised). Are based on the 

(unsupervised) learning of multiple levels of features or Representations of the data. Higher level features are derived from 

lower level features to form a hierarchical representation. Is part of the broader machine learning field of learning 

representations of data? 

 

Learn multiple levels of representations that correspond to different levels of abstraction; the levels form a hierarchy of 

concepts [1]. These characterizations have in common (1) multiple layers of nonlinear processing units and The supervised or 

unsupervised learning of feature representations in each layer, with the layers forming a hierarchy from low-level to high-

level features [1]. The composition of a layer of nonlinear processing units used in a deep learning algorithm depends on the 

problem to be solved. Layers that have been used in deep learning include hidden layers of an artificial neural network and 

sets of complicated propositional formulas [2]. They may also include latent variables organized layer-wise in deep generative 

models such as the nodes in Deep Belief Networks [13] and Deep Boltzmann Machines [14, 15]. 

 

Neural networks get their representations from using layers of learning. Primate brains do a similar thing in the visual 

cortex, so the hope was that using more layers in a neural network could allow it to learn better models. Nonetheless, studies 
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have shown that the internal representations between these models could not work, but however successful models were 

realized to be building with a shallow network, one with only a single layer of data representation [16]. Learning in a deep 

neural network, one with more than one layer of data representation, just wasn’t working out. In reality, deep learning has 

been around for as long as neural networks have existed but were not just good at its implementation as depicted in figures 1 

and 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Single Layered Neural Network [17] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                     Figure 2 Deep Neural Networks [17] 

 

Deep learning algorithms are contrasted with shallow learning algorithms by the number of parameterized 

transformations a signal encounters as it propagates from the input layer to the output layer, where a parameterized 

transformation is a processing unit that has trainable parameters, such as weights and thresholds [4]. A chain of 

transformations from input to output is a credit assignment path (CAP). CAPs describe potentially causal connections 

between input and output and may vary in length. For a feed forward neural network, the depth of the CAPs, and thus the 

depth of the network, is the number of hidden layers plus one (the output layer is also parameterized). For recurrent neural 

networks, in which a signal may propagate through a layer more than once, the CAP is potentially unlimited in length. There 

is no universally agreed upon threshold of depth dividing shallow learning from deep learning, but most researchers in the 

field agree that deep learning has multiple nonlinear layers (CAP > 2) and [4]considers CAP > 10 to be very deep learning. 

SO, WHAT IS DEEP LEARNING? 

 

It’s a term that covers a particular approach to building and training neural networks. Neural networks have been 

around since the 1950s, and like nuclear fusion, they’ve been an incredibly promising laboratory idea whose practical 

deployment has been beset by constant delays. They take an array of numbers (that can represent pixels, audio waveforms, or 
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words), run a series of functions on that array, and output one or more numbers as outputs. The outputs are usually a prediction 

of some properties you’re trying to guess from the input, for example whether or not an image is a picture of a cat. 

 

The functions that are run inside the black box are controlled by the memory of the neural network, arrays of numbers 

known as weights that define how the inputs are combined and recombined to produce the results. Dealing with real-world 

problems like cat-detection requires very complex functions, which mean these arrays are very large, containing around 60 

million numbers in the case of one of the recent computer vision networks. The biggest obstacle to using neural networks has 

been figuring out how to set all these massive arrays to values that will do a good job transforming the input signals into 

output predictions. 

TRAINING 

One of the theoretical properties of neural networks that have kept researchers working on them is that they should 

be teachable. It’s pretty simple to show on a small scale how you can supply a series of example inputs and expected outputs, 

and go through a mechanical process to take the weights from initial random values to progressively better numbers that 

produce more accurate predictions (I’ll give a practical demonstration of that later). The problem has always been how to do 

the same thing on much more complex problems like speech recognition or computer vision with far larger numbers of 

weights. There was a real breakthrough in the 2012 which was published by an Image net paper [18] sparking the current 

renaissance in neural networks. Alex Krizhevsky, Ilea Sutskever, and Geoff Hinton brought together a whole bunch of 

different ways of accelerating the learning process, including convolution networks, clever use of GPUs, and some novel 

mathematical tricks like Reload dropout, and showed that in a few weeks they could train a very complex network to a level 

that it could outperform conventional approaches to computer vision [1, 18]. This isn’t an aberration; similar approaches to 

have been used very successfully in natural language processing and speech recognition. This is the heart of deep learning — 

the new techniques that have been discovered that allow us to build and train neural networks to handle previously unsolved 

problems. With most machine learning, the hard part is identifying the features in the raw input data, for example SIFT or 

SURF in images [19]. Deep learning removes that manual step, instead relying on the training process to discover the most 

useful patterns across the input samples. You still have to make choices about the internal layout of the networks before you 

start training, but the automatic feature discovery makes life a lot easier. In other ways, too, neural networks are more general 

than most other machine-learning techniques. The same underlying techniques for architecting and training networks are 

useful across all kinds of natural data, from audio to seismic sensors or natural language. No other approach is nearly as 

flexible. Deep learning works really well, and if you ever deal with messy data from the real world, it’s going to be an essential 

element in your toolbox over the next few years. Until recently, it’s been an obscure and daunting area to learn about, but its 

success has brought a lot of great resources and projects that make it easier than ever to get started. The rest of the paper is 

organized into the following sections; Section 2 presents the fundamental concepts of DL, Section 3 discusses the architectures 

of DL, Section 4 talks about the various application areas of DL. Finally Section 5 outlines the main conclusions and 

recommendations. 

2. FUNDAMENTAL CONCEPTS 

Deep learning algorithms are based on distributed representations. The underlying assumption behind distributed 

representations is that observed data is generated by the interactions of factors organized in layers. Deep learning adds the 

assumption that these layers of factors correspond to levels of abstraction or composition. Varying numbers of layers and 

layer sizes can be used to provide different amounts of abstraction [3]. Deep learning exploits this idea of hierarchical 

explanatory factors where higher level, more abstract concepts are learned from the lower level ones. These architectures are 

often constructed with a greedy layer-by-layer method. Deep learning helps to disentangle these abstractions and pick out 

which features are useful for learning [3]. 

 

For supervised learning tasks, deep learning methods obviate feature engineering, by translating the data into compact 

intermediate representations akin to principal components, and derive layered structures which remove redundancy in 

representation [1]. Many deep learning algorithms are applied to unsupervised learning tasks. This is an important benefit 

because unlabeled data is usually more abundant than labeled data. An example of a deep structure that can be trained in an 

unsupervised manner is a deep belief network [3]. Deep neural networks are generally interpreted in terms of: Universal 

approximation theorem [20-24] or Probabilistic inference [1-4, 13, 25]. 
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The Universal approximation theorem concerns the capacity of feed forward neural networks with a single hidden 

layer of finite size to approximate continuous functions [20-24]. In 1989, the first proof was published by Cybenko [21] for 

sigmoid activation functions and was generalized to feed-forward multi-layer architectures in 1991 by Horne [22]. The 

approximation could be represented mathematically as follows: 

 

Let be a non-constant, bounded, and monotonically-increasing continuous function. Let I’m denote the m-dimensional unit 

hypercube [0,1].

The probabilistic interpretation was introduced and popularized by luminaries such as Geoff Hinton, Yoshua Bengio, Yann 

LeCun and Juergen Schmidhuber [27]. In 2006, three separate groups developed ways of overcoming the difficulties that 

many in the machine learning world encountered while trying to train deep neural networks. The leaders of these three groups 

are the fathers of the age of deep learning. This is not at all hyperbole; these persons ushered in a new epoch. Their work 

breathed new life into neural networks when many had given up on their utilities [28]. A few years after, Geoff Hinton is 

offered a job by Google; Yann LeCun becomes director of AI Research at Facebook, while Yoshua Bengio takes up a position 

as research chair for Artificial Intelligence at University of Montreal, funded in part by the video game company Ubisoft 

[29]. Their trajectories show that their work is serious business. Instead they were staying close to their random initialization 

because of the nature of the training algorithm for neural networks. Using different techniques, each of these three groups 

was able to get these early layers to learn useful representations, which led to much more powerful neural networks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                      Figure 3 Fathers of Deep Learning [17] 

3. ARCHITECTURES 

There are huge numbers of variants of deep architectures. Most of them are branches of some original parent architecture. 

It is not always possible to compare the performance of multiple architectures all together, because they are not all evaluated 

on the bases of same data sets. Deep learning is a fast-growing field, and new architectures, variants, or algorithms appear 

every few weeks. 

 

Deep Neural networks 

 

A Deep Neural Network (DNN) is an artificial neural network (ANN) with multiple hidden layers of units between the 

input and output layers [1, 4]. Similar to shallow ANNs, DNNs can model complex non-linear relationships. DNN 

architectures, examples, in object detection and parsing, generate compositional models where the object is expressed as a 

layered composition of image primitives [30]. The extra layers enable composition of features from lower layers, thus giving 

the potential for modeling complex data with fewer units than a similarly performing shallow network [2]. DNNs are typically 
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designed as feedforward networks, but recent research has successfully applied the deep learning architecture to recurrent 

neural networks for applications such as language modeling[31]. 

 

These can be used to output object bounding boxes in form of a binary mask. They are also used for multi-scale 

regression to increase localization precision. DNN-based regression can learn features that capture geometric information in 

addition to being a good classifier. They remove the limitation of designing a model which will capture parts and their 

relations explicitly. This helps to learn a wide variety of objects. The model consists of multiple layers, each of which has a 

rectified linear unit for non-linear transformation. Some layers are convolutional, while others are fully connected. Every 

convolutional layer has an additional max pooling. The network is trained to minimize L2 error for predicting the mask 

ranging over the entire training set containing bounding boxes represented as masks [30]. 

 

Problems with Deep Neural Networks 

 

As with ANNs, many issues can arise with DNNs if they are naively trained. Two common issues are overfitting 

and computation time. DNNs are prone to overfitting because of the added layers of abstraction, which allow them to model 

rare dependencies in the training data. Regularization methods such as weight decay (l2-regularization) or sparsity (l1-

regularization) can be applied during training to help combat overfitting [35]. A more recent regularization method applied 

to DNNs is dropout regularization. In dropout, some numbers of units are randomly omitted from the hidden layers during 

training. This helps to break the rare dependencies that can occur in the training data [36]. 

 

The dominant method for training these structures has been error-correction training (such as back-propagation with 

gradient descent) due to its ease of implementation and its tendency to converge to better local optima than other training 

methods. However, these methods can be computationally expensive, especially for DNNs. There are many training 

parameters to be considered with a DNN, such as the size (number of layers and number of units per layer), the learning rate 

and initial weights. Sweeping through the parameter space for optimal parameters may not be feasible due to the cost in time 

and computational resources. Various 'tricks' such as using mini-batching (computing the gradient on several training 

examples at once rather than individual examples) [37] have been shown to speed up computation. The large processing 

throughput of Graphics Processing Units (GPUs) has produced significant speedups in training, due to the matrix and vector 

computations required being well suited for GPUs [4]. Radical alternatives to back-propagation such as Extreme Learning 

Machines [38], "No-prop" networks [39], training recurrent networks without backtracking [40], and Weightlessneural 

networks [41] are gaining attention. 

 

Deep Belief Networks 

 

A deep belief network (DBN) is a probabilistic, generative model made up of multiple layers of hidden units. It can 

be considered a composition of simple learning modules that make up each layer [42]. A DBN can be used to generatively 

pre-train a DNN by using the learned DBN weights as the initial DNN weights. Back-propagation or other discriminative 

algorithms can then be applied for fine-tuning of these weights. This is particularly helpful when limited training data is 

available, because poorly initialized weights can significantly hinder the learned model's performance. These pre-trained 

weights are in a region of the weight space that is closer to the optimal weights than are randomly chosen initial weights. 

This allows for both improved modeling and faster convergence of the fine-tuning phase [43]. A DBN can be efficiently 

trained in an unsupervised, layer-by-layer manner, where the layers are typically made of Restricted Boltzmann machines 

(RBM). A RBM is an undirected, generative energy-based model with a "visible" input layer and a hidden layer, with 

connections between the layers but not within the layers. The training method for RBMs proposed by Geoffrey Hinton for 

use with training "Product of Expert" models is called Contrastive Divergence (CD)[44]. CD provides an approximation to 

the maximum likelihood method that would ideally be applied for learning the weights of the RBM [37, 45]. Once an RBM 

is trained, another RBM is "stacked" atop it, taking its input from the final already-trained layer. The new visible layer is 

initialized to a training vector, and values for the units in the already-trained layers are assigned using the current weights 

and biases. The new RBM is then trained with the procedure above. This whole process is repeated until some desired 

stopping criterion is met [2]. Although the approximation of CD to maximum likelihood is very crude (CD has been shown 

to not follow the gradient of any function), it has been empirically shown to be effective in training deep architectures [37]. 
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Convolutional Neural Networks (CNN) 

 

A CNN is composed of one or more convolutional layers with fully connected layers (matching those in typical 

artificial neural networks) on top. It also uses tied weights and pooling layers. This architecture allows CNNs to take 

advantage of the 2D structure of input data. In comparison with other deep architectures, convolutional neural networks are 

starting to show superior results in both image and speech applications [47]. They can also be trained with standard back-

propagation. CNNs are easier to train than other regular, deep, feed-forward neural networks and have many fewer parameters 

to estimate, making them a highly attractive architecture to use [48]. Examples of applications in Computer Vision include 

DeepDream [49]. 

 

Convolutional Deep Belief Networks 

 

A recent achievement in deep learning is the use of Convolutional Deep Belief Networks (CDBN). CDBNs have 

structure very similar to a convolutional neural networks and are trained similar to deep belief networks. Therefore, they 

exploit the 2D structure of images, like CNNs do, and make use of pre-training like deep belief networks. They provide a 

generic structure which can be used in many image and signal processing tasks. Recently, many benchmark results on 

standard image datasets like CIFAR [50] have been obtained using CDBNs [51]. 

 

4. DEEP LEARNING APPLICATIONS 

 

There have been several studies demonstrating the effectiveness of deep learning methods in a variety of application 

domains. In addition to the Mixed National Institute of Standards and Technology (MNIST) handwriting challenge [52], there 

are applications in face detection [53, 54], speech recognition and detection [55], general object recognition [56], natural 

language processing [57], and robotics. The reality of data proliferation and abundance of multimodal sensory information is 

admittedly a challenge and a recurring theme in many military as well as civilian applications, such as sophisticated 

surveillance systems. Consequently, interest in deep machine learning has not been limited to academic research. Recently, 

the Defense Advanced Research Projects Agency (DARPA) announced a research program exclusively focused on deep 

learning [6, 58]. Several private organizations have focused their attention on commercializing deep learning technologies 

with applications to broad domains. Lenz et al [59] recently presented a system for detecting robotic grasps from RGB-D data 

using a deep learning approach which has several advantages over current state-of-the-art methods. Their approach firstly 

proved that using deep learning allows you to avoid using hand-engineering features, but learning them instead. Secondly, 

their results showed that deep learning methods significantly outperformed even well designed hand-engineered features from 

previous work. Hence deep learning system with group regularization is capable of robustly detecting grasps for a wide range 

of objects. 

5. DISCUSSIONS AND CONCLUSIONS 

Given the extensive strides of artificial intelligence in recent times, coupled with the recognition that deep learning 

is evolving as one of its most powerful techniques, the subject is explicably attracting both criticism and comment, and in 

some cases from outside the field of computer science itself. Though this paper has tried to present a comprehensive review 

on prior work conducted in deep learning, there still remains a great deal of work to be done in improving the learning process. 

For example where current focus is on lending fertile ideas from other areas of machine learning, such as context of 

dimensionality reduction, there is still much work needed to be done [6]. One example includes recent work on sparse coding 

[60] where the inherent high dimensionality of data is reduced through the use of compressed sensing theory, allowing 

accurate representation of signals with very small numbers of basis vectors [61]. Another example is semi-supervised 

manifold learning [62] where the dimensionality of data is reduced by measuring the similarity between training data samples, 

and then projecting these similarity measurements to lower-dimensional spaces. In addition, further inspiration and 

techniques may be found from evolutionary programming approaches [63, 64] where conceptually adaptive learning and core 

architectural changes can be learned with minimal engineering efforts. While deep learning has been successfully applied to 

challenging pattern inference tasks, the goal of the field is far beyond task-specific applications. This scope may make the 

comparison of various methodologies increasingly complex and will likely necessitate a collaborative effort by the research 

community to address. It should also be noted that, despite the great prospect offered by deep learning technologies, some 
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domain-specific tasks may not be directly improved by such schemes. An example is identifying and reading the routing 

numbers at the bottom of bank checks.Though these digits are human readable, they are comprised of restricted character 

sets which specialized readers can recognize flawlessly at very high data rates [65]. Similarly, iris recognition is not a task 

that humans generally perform; indeed, without training, one iris looks very similar to another to the untrained eye, yet 

engineered systems can produce matches between candidate iris images and an image database with high precision and 

accuracy to serve as a unique identifier [66]. Finally, recent developments in facial recognition [54] show equivalent 

performance relative to humans in their ability to match query images against large numbers of candidates, potentially 

matching far more than most humans can recall [67]. Nevertheless, these remain highly specific cases and are the result of 

lengthy feature engineering optimization processes (as well as years of research) that do not map to other, more general 

applications. Furthermore, deep learning platforms can also benefit from engineered features while learning more complex 

representations which engineered systems typically lack. Despite the myriad of open research issues and the fact that the field 

is still in its infancy, it is abundantly clear that advancements made with respect to developing deep machine learning systems 

will undoubtedly shape the future of machine learning. 
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